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Abstract—The diffusion in alloys with tendency to impurity segregation at phase interfaces has been simu-
lated by the Monte Carlo method. It has been shown that at the segregation energy higher than the critical
value, dispersity of the system increases due to the suppression of coagulation of phase particles. The effect
mathematically represents the violation of the Lifshitz—Slyozov kinetics of an infinite growth of phase parti-
cles, which is similar to the anomalous kinetics of grain growth in systems with an impurity. The existence of
the equilibrium grain size due to the equilibrium grain size caused by the impurity segregation at grain bound-
aries was previously predicted by Weissmuller and is now confirmed experimentally. Thus, this study gener-
alizes the Weissmuller effect to the thermodynamics of the decomposition in alloys.
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1. INTRODUCTION

In contrast to the surface and grain-boundary seg-
regations, which are studied well experimentally and
theoretically [1—5], segregations at phase interfaces,
which appear in multicomponent alloys, are poorly
understood. However, they exist and can also be of
practical importance, determining the operational
characteristics of the material (strength, plasticity,
creep, electrical and magnetic properties). For exam-
ple, in recent study [6], when studying the Al-Cu—Ag
dispersed alloy, which is used in aerospace industry, Ag
segregations of two atomic layers wide were found on
dislocations bordering the boundary of Al,Cu precipi-
tates in the Al matrix. The authors of [ 7] studied segre-
gations of Au at the interface of the Cu-depleted and
Cu-enriched phases in the Ag—Cu—Au alloy. The
authors of [8] studied segregations of Cu at the
“metal—oxide” phase interface during corrosion of
Ni. Segregations of sulfur at the Al-Al,O; phase inter-
face [9], carbon at the NiAl—Al,O; interface, and
chromium at the FeCrAl—Al,O; interface [10] are also
known. One of the first theoretical investigations of
segregations at phase interfaces was performed in [11],
where the regular solid solution model was used to
describe segregations of Au at the interface between
the copper-depleted and copper-enriched phases in
the Ag—Cu—Au ternary system. The authors of [12]
investigated the same system by the Monte Carlo
method, and the authors of [13] performed similar
simulation for segregations of Cu at the interface
between the Ni-depleted and Ni-enriched phases in
the Ni—Ag—Cu ternary alloy.

Segregations at the phase interface should be distin-
guished from the interlayer of the equilibrium third
phase. The main criterion of the distinction is the fact
that the interlayer of the equilibrium phase infinitely
broadens with time, while the width of the segregation
layer during the coagulation of precipitates reaches the
equilibrium value (of the order of the width of the phase
interface) and further remains unchanged. Precipitation
of equilibrium phases is controlled by bulk values of mix-
ing energies of components, while the formation of the
segregation layer is caused by the local variation of alloy
properties on the phase interface. The latter means that
the theory developed for segregations at grain bound-
aries, including isotherms by McLean [3] and Fowler and
Guggenheim [14], kinetic equations [4], and the features
of segregations in nanosize samples [5], is applicable for
the description of segregations at phase interfaces.

An interesting prediction of the theory of grain-
boundary segregations is the anomalous kinetics of the
grain growth due to decreasing the system energy dur-
ing the impurity segregation at grain boundaries [15].
In contrast with pure metal, where the growth of large
grains at the expense of small ones is infinite in time
and caused by the tendency of the system to decrease
the total energy of grain boundaries, the energy of the
grain boundary in the system with the impurity can
turn to zero due to the impurity segregation leading to
the appearance of the equilibrium grain size. This
effect is confirmed experimentally [16—18] and by the
results of numerical simulation [19]. However, the pos-
sibility of the synthesis of equilibrium dispersed micro-
structures (in the course of the spinodal decomposition
or during annealing of the two-phase state) due to the
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impurity segregation at the phase boundary, which fol-
lows from the abovementioned analogy, was not appar-
ently discussed previously. This study fills in this gap.

2. FORMULATION OF THE MODEL.
KAWASAKI-MONTE-CARLO ALGORITHM

The feature of this problem is turning to zero of the
surface energy of a phase particle during the impurity
segregation at the phase interface. In this case, the
Cahn—Hilliard differential equations [20] are not appli-
cable since the solution discontinuous by coordinates
appears. A similar situation occurs when studying the
lamellar microstructures in liquid mixtures, where the
continual equations [21, 22] with the Ginzburg—Lan-

dau functional of the form G{n} = I [g(M) + kR2(Vn)> +

N(An)?]dr are used, where g(n) is the local density of
the internal energy; n is the order parameter; kK R*(V
n)? is the contribution to energy associated with the
phase interface (R is the width of the phase interface
and k is the energy coefficient); and N'(An)? is the aux-
iliary contribution, which ensures the solution conti-
nuity with the selection of k¥ < 0. Diffusion equations
derived using the functional of this form would contain
derivatives with respect to the concentration to the
sixth order inclusively. However, in physically simple
models with the absence of lattice dynamics, the tran-
sition to continual equations with high-order deriva-
tives is unjustified. The Monte Carlo (MC) simulation
by the Kawasaki algorithm [23] gives a more exact
solution, which is simpler in the technical implemen-
tation. In this case, the contribution of the form
N'(An)?, which is present in the functional, is not
required since the problem of the solution continuity
does not appear in the MC simulation.

For clearness of representation of results, let us
consider the 2D model with a simple square lattice. To
compensate a decrease in the coordination number
when going to 2D model, we assume that the interac-
tion radius of the atoms includes three coordination
spheres (CS), so that each atom interacts with
12 neighbors (Z = 12). In this study, we limit ourselves
by the consideration of binary and ternary alloys. The
Hamiltonian of the system has the form

H=E+ Z {Z(S‘* + cfj’” ng’j)

{iji- a (1)

1 (js k1) (0,4) (k1)
+ 5 Z VO‘B ny nB ,
o, kl

where indices a and 3 denote the types of impurity
atoms, o = {4, B}, B = {4, B}, (i,j) and (k, /) are the
lattice sites, n‘(x”j) is the occupation number equal to 1
if the atom of type a is arranged in site (i, j) and equal
to 0 otherwise, g, is the dissolution energy of the atom
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of type a in the matrix, vg’ﬁj; “D"is the interaction
energy of the atoms of types o and [3 at a distance

determined by sites (i, j) and (k, /), and cg’j ) is the
interaction energy of the atom of type o with the phase
interface (i.e., the segregation energy).

Let us determine the concentration of atoms of
type a in site (7, j) by averaging the occupation num-
bers by 3 CS, cg’/) = 2{4“}}18’])/13 and, corre-
spondingly, the contribution to energy of the atom of

type [ at the phase interface equals 51(3’31) =

~ (L), (i+1)) (1= 1,/)2 (Lj+1) (i,j=1)\2
KB [(Co( — Cqy ) + (Ca — Cqy ) ]/4 )
where 12[(;” ) = K[(}i’j ) R?/a?, a is the lattice parameter.

According to our hypothesis, k3 <0, i.e., the energy of
atoms of type P lowers with their arrangement at the
phase interface.

The Kawasaki MC algorithm consists in the fol-
lowing. A pair of neighboring atoms is selected ran-
domly and energies of the starting configuration FE|
and after rearrangement of atoms in sites E, are calcu-
lated. A new configuration is accepted unambiguously
if £, < E|, otherwise it is accepted with probability P =
exp[(E, — E,)/(kT)]. Then another pair of nearest
neighbors is selected, and the algorithm is repeated.
We note that it follows from here that the solution is
independent of volume values of dissolution energies
€, since the corresponding contribution to (1) remains
unchanged with the atomic rearrangement.

Calculations were performed for a 250 x 250 net-
work, the boundary conditions were taken periodic,
and diffusivities for all types of atoms were accepted
identical. Further, for simplicity, we will accept atoms
of types A, B, and C, as well as the phases correspond-
ing to them by the same letters.

3. RESULTS OF SIMULATION

Let us initially consider a binary alloy in which the
decomposition occurs below the critical temperature by
virtue of v < 0, and the energy of atoms of type B
decreases at the AB phase interface. Such situation can
apparently appear with the violation of lattice coherency
at the phase interface so that the phase particle in
essence is a new grain and the phase interface simulta-
neously serves as a grain boundary. Segregations at the
phase interface cannot be found experimentally in this
alloy since their chemical composition approximately
coincides with the composition of one of the phases.
However, it is shown below that the presence of the addi-
tional contribution in the region of the phase interface in
(1) leads to the dramatic variation in morphology of
phase particles and the equilibrium state of the alloy.

Figure 1 shows characteristic morphologies of pre-
cipitates in alloys with various compositions obtained
after the prolonged exposure at the start from the
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Fig. 1. Distribution of components in a binary alloy at the start from the homogeneous state and prolonged exposure times (~1E +
09 rearrangements of dissimilar atoms); Zv/kT = —11; IZB (Zv) = (a—d) 16 and (e—h) 4; (C,) = (a, e) 0.1, (b, ) 0.20, (c, g) 0.50,

and (d, h) 0.10.

homogeneous initial state. The concentration of com-
ponent A4 is denoted in patterns by gradations of gray
color (white color corresponds to the value of concen-
tration of 1 and black color—to 0). We can see from
comparison of fragments in Figs. 1a—1d and Figs. le—
1h that if ratio k5 /(Zv) is higher than the critical one

(the upper row of patterns), the dispersed structure of
phase particles is formed. The morphology of this
microstructure substantially depends on the alloy com-
position. If atoms of type A4 are the impurity (i.e., the
minority atoms), a cellular microstructure appears,
which is similar qualitatively to a grain structure, with
segregations of atoms of type 4 on the grain boundaries
(Fig. 1a). In this case, the average cell size decreases as
concentration {C,) average over the sample increases
(Figs. 1a, 1b). If the impurity is represented by atoms B,
then these atoms combine into clusters, which have no
stimulus for the further growth. The density of the
number of clusters in the volume unit rises as (Cp)
increases in this case (Figs. 1c, 1d). The short-range
order can be followed in the arrangement of clusters.
Finally, if « /(Zv) is lower than the critical value, other
parameters being unchanged, the morphologies of pre-
cipitates typical of the spinodal decomposition are
observed (Figs. le—1h).

It should be noted that all structures presented in
Figs. 1a—1d are close to equilibrium and independent
of the selection of the initial state. In this case, the dis-
persity of the system can increase during its evolution.
To illustrate this fact, Fig. 2 represents the patterns of
the transformation kinetics at the start from a two-
phase state. We can see that a cellular structure similar
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to that one presented in Fig. 1b is formed at a consid-
erable exposure. At low values of (C ), this transforma-
tion kinetics is similar to an anomalous kinetics of the
grain growth with the segregation of impurity atoms at
intergrain boundaries (the Weissmuller effect [15]).
However, it is noteworthy that in this calculation, in
contrast to [15], an anomalous kinetics appears as a
result of the joint effect of two factors—thermody-
namic instability of the alloy (v < 0) and lowering the
energy of matrix atoms (type B) in the concentration
gradient region rather than as a result of lowering the
energy of impurity atoms (type A) at the phase interface.

Let us now consider the formation of dispersed struc-
tures in the ternary alloy. We accept for simplicity that
v44<0,otherv,;=0;6,=0, 5 =13R*(Vc,)*. Thus, the
decomposition due to the attraction of atoms of type A
occurs below the critical temperature in the system
under consideration, while atoms of type B interact with
the boundaries of appearing phase particles.

Figure 3 shows the distribution patterns of concen-
trations in various instants at the start from a nonequi-
librium two-phase state A—C with the impurity of
component B distributed homogeneously in both
phases. The selection of such starting state makes it
possible to observe the effect of various transformation
mechanisms during one computation.

Clusters of atoms of type B are formed in the phase
formed by component A for short times by the mecha-
nism of spinodal decomposition (i.e., under the effect
of factor v, < 0). However, the further transformation
kinetics substantially differs from the coagulation of
precipitates, which is characteristic for the spinodal
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Fig. 2. Evolution of a binary alloy to the equilibrium state at EB/(ZV) =16,(Cy) = 0.2, and Zv/(kT) = —11. Time unit ¢ corre-
sponds to 1 E + 07 rearrangements of dissimilar atoms.
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Fig. 3. Evolution of a ternary alloy to the equilibrium state at IZB /(Zv44) = 16,(Cp) =0.1, and Zv 44/(kT) = —11; other Vap =0.
Time unit ¢ corresponds to 1 £ + 07 rearrangements of dissimilar atoms.
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Fig. 4. Concentration distributions of component A attained at prolonged exposure times (~1 £ + 10 rearrangements of dissimilar
atoms); (Cp) = 0.15; f<B [(Zvyy) = 165 Zv 44/(kKT) = (a,b) —11 and (c, d) —9; (C) = (a, ¢) 0.42 and (b, d) 0.30.
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decomposition. Phase particles of component B
appeared in phase A are saturated with atoms of type C
so that component B is forced out on the phase inter-
faces. In parallel with this process, steaks of type A
atoms decorated by segregations of type B atoms are
formed in phase C. The growth process of precipitates
in phase 4 and subdivision of phase C finally lead to the
formation of a dispersed microstructure with the short-
range order of phase particles. It is seen from Fig. 3 that
even superdefects of the vacancy type can occur in this
microstructure. This microstructure qualitatively dif-
fers from the cluster structure in a binary alloy
(Figs. 1c, 1d) since the size of phase particles is deter-
mined by the impurity concentration (C) and can be
much higher than the cluster size.

Figure 4 represents the concentration distributions
attained at prolonged exposure times in a system with
the concentration of impurity atoms (Cp) increased by
a factor of 1.5 at different concentrations (C,) and
temperature. It is seen that the microstructure disper-
sity increases as (Cp) increases (compare Fig. 4a and
Fig. 3). To the contrary, as (C,) lowers, precipitates are
coarsened, their shape becomes less rounded, and the
pattern approaches qualitatively the case of the binary
alloy (compare Fig. 4b and Figs. 1a, 1b). As the tem-
perature elevates, precipitates become finer and loss
the regular form (Figs. 4c, 4d); however, a developed
short-range order in the atomic arrangement occurs
for a certain temperature range.

4. CONCLUSIONS

Modulated structures and dispersed states are often
observed in alloys and are conventionally associated
with the role of elastic stresses [24, 25], which are
maximal at the coherent matching the lattices of
appearing phases. In this study, we assume a possible
additional mechanism of appearance of dispersed
structures in certain systems, which is associated with
lowering (to a critical value) of the dissolution energy
for one-type atoms at the phase interface. This mech-
anism should be most clearly pronounced in condi-
tions of incoherent lattice matching. It is shown that
this mechanism can lead to the formation of dispersed
equilibrium structures both in binary and ternary
alloys. Either cellular or cluster structures with the
short-range order of phase particles are formed in
binary alloys depending on the composition. The cel-
lular structures are formally equivalent to the equilib-
rium grain structure appearing with the impurity seg-
regation at grain boundaries (the Weissmuller effect
[15]). Superstructures with the short-range order of
phase particles are also formed in ternary alloys due to
the segregation of the third component at the phase
interface, and the phase particles size increases as the
concentration of the third component lowers. Micro-
structures with the irregular shape of phase particles
but with the developed short-range order in the atomic
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arrangement are observed as the temperature is ele-
vated.
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